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Mateḿatica, Casilla 170-3 Correo 3, Santiago, Chile
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Abstract. We consider a directed random walk making either 0 or+1 moves and a Brownian
bridge, independent of the walk, conditioned to arrive at pointb at timeT . The Hamiltonian is
defined as the sum of the square of the increments of the bridge between the moments of jump
of the random walk and is interpreted as an energy function over the bridge configuration; the
random walk acts as the random environment. This system provides a soluble model inspired by a
closely related but distinct model of proteins. The thermodynamic limit of the quenched specific
free energy is shown to exist and to be self-averaging, i.e. it is equal to a trivial—explicitly
computed—random variable. An estimate of the asymptotic behaviour of the ground-state energy
is also obtained.

1. Definition of the model and main results

Disordered systems are nowadays thoroughly studied as condensed matter models in the
presence of impurities. Interesting questions, both mathematically and physically, concern
the sample dependence or independence of intensive quantities: the specific free energy
in statistical mechanics of spin glasses or the integrated density of states in spectral
theory. Closely related models are random walks in random environments; in this context,
interesting questions concern the possible modifications of the critical exponents governing
the asymptotic behaviour or the need for unusual normalization for the classical limit
theorems of probability theory to hold [17].

More recently, the methods developed in the statistical mechanical study of disordered
systems have been applied to other systems like long protein or RNA molecules. It is argued
that a protein molecule is very much like a random walk with random charges attached at
the vertices of the walk; these charges are interacting through local interactions mimicking
Lennard–Jones or hydrogen-bond potentials.

The purpose of this paper is to rigorously study a soluble model arising in protein
conformation. The model studied here is inspired by a recent article [6] and is very
reminiscent, although distinct, of this latter model. Protein conformation has a long history
(see [8] for a recent update of the physical theories). On the basis of replica trick heuristics,
it is claimed in [7] that the protein undergoes a phase transition between an unfolded state
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and a folded biologically active state. Kantor and Kardar [11] have introduced a model
defined on the product space,WN × QN , of N -step one-dimensional nearest-neighbour
random walks

WN = {r : {1, . . . , N} → Z with ri+1 − ri ∈ {−1, 1} for 1 6 i 6 N − 1}
equipped with the uniform probability, with the probability space(QN,F ,P) where a
collection q = (qi)16i6N of symmetric, independent, and identically distributed random
variables are defined. For given(r, q), the Hamiltonian used in [11] is given by

HKK
N (r, q) =

∑
16i<j6N

qiqj δri ,rj (1)

and has the interpretation of the conformational energy of a protein molecule withN units
whose geometrical shape is given byr and whose charges over the constituting units are
given by q; these charges interact through an ultra-local interaction. In [11], the random
variablesq are symmetric Bernoulli variables with values in the range{−1, 1}. This model
is quite degenerate due to the discrete character of theq variables. For that reason, in
[5], the model having the same Hamiltonian as that of formula (1) but with the variables
q being independent Gaussian was studied. Both models are, however, quite intractable
and, therefore, in [6] a further simplification was proposed: namely, the variablesq are
independent Gaussian, the Hamiltonian is again given by the same formula (1), but it is
defined on the spaceDN of directed nearest-neighbour random walks

DN = {r : {1, . . . , N} → N with ri+1 − ri ∈ {0, 1} for 1 6 i 6 N}
instead of being defined onWN . This latter simplification allowed the use of transfer matrix
techniques which, combined with numerical experiments, gave the asymptotic (for largeN )
behaviour of the ground-state energy, infr∈DN

HKK(r, q), of this simplified model under the
constraint that the total charge,Q = ∑N

i=1 qi , is conditioned to remain fixed to a constant
b.

All the models introduced so far have been studied in the literature by using severe
approximation methods. In most of the previous studies the self-averaging property of the
free energy has been taken for granted [14]. Notice, however, that the Hamiltonian (1) is of
short range in the image space of the random walk but it is a ‘complete graph’ Hamiltonian
on the internal clock of the random walk.Therefore classical subadditivity arguments do
not apply in order to guarantee the existence of the specific free energy.

Most of the previously published works use the replica trick to study the aforementioned
models [11, 7, 14]. However, the replica trick is a drastic approximation of the original
modelbelievedto hold for mean-field models and is known to predict wrong results when
applied to short-range models [13] (see [16] for a recent review). The Hamiltonian (1) is
neither a short range nor mean-field one, as we explained above. It is therefore questionable
as to whether it is legitimate even to hope that the replica trick should be applicable for the
study of these models.

To go beyond all these unjustified approximations, Derrida and Higgs [6] introduced
a simplification of the model that, supported by numerical evidence, allowed the study of
the ground-state energy. Our aim is to go beyond the ground-state energy and to study the
thermodynamics of this model. The main difficulty, however, is to satisfy the constraint
Q = b, implying a conditioning on this event, known to be a delicate procedure [12]. To
avoid such subtleties, we have decided to work on the space{Q = b}. Our starting point
is the Hamiltonian (1) considered as a function on the spaceQN in a random environment
r ∈ DN . Therefore our model, although closely related to that of [6], is distinct from it
as it considers charges as the thermodynamic variables and geometries as the environment.
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Thus, in [6], for a given charge distribution, how the geometry of the polymer is adjusted
to minimize the energy has been studied. Here, a complementary point of view is adopted;
namely, for a given geometry and given total charge, we study how the charge distributes
over the polymer to minimize the energy. Of course, since the geometry plays the role of
random environment, awkward geometries can arise as is explained in section 5 later. It
proved computationally easier to consider the continuous version of the previous model; it
is expected, however, that both discrete and continuous models have the same asymptotic
behaviour. We now finish speculative considerations about the physical interpretation of
our model and define it mathematically.

Let T be a fixed strictly positive integer andb an arbitrary real number. We denote
by C0,b

[0,T ] the space of continuous real functionsX defined on [0, T ] such thatX(0) = 0
andX(T ) = b. We denote by(Xt)t∈[0,T ] the standard Brownian bridge process on the
spaceC0,b

[0,T ] . Let (Yk)k>0 be a sequence of independent Bernoulli variables, of parameter
p = P{Y1 = 1} = 1 − P{Y1 = 0}, also independent of the Brownian bridge and defined
on a probability space�. Define, on the probability space�, the renewal process, i.e. the
strictly increasing sequence of random positive integers(Ui)i>0, withU0 = 0 and recursively
Uk = inf{i > Uk−1 : Yi = 1}. By NT = sup{i : Ui < T } we denote the last indexi such
thatUi < T . Thus

0 = U0 < U1 < · · · < UNT < T 6 UNT+1 < · · · .
ForU = (Ui)i∈N andX = (Xt)t∈[0,T ] , the energy of our model is given by the Hamiltonian
HT : �× C → R+, defined by

HT (U,X) =
NT∑
i=1

(XUi −XUi−1)
2 + (b −XUN )

2. (2)

This Hamiltonian is the continuous analogue of the Hamiltonian (1) considered in [11].
The length of the protein is identified with the parameterT and the Gaussian charges
are modelled by the Brownian bridge process. The constraint of fixed total chargeb is
automatically satisfied by all configurations inC0,b

[0,T ] . The directed polymer acts as a random
environment for the Brownian bridge. Notice that the numberNT of terms in the first sum
if the Hamiltonian is a random variable, depending on the environment.

We now define the thermodynamics of the model. Denote byE{·} the mean expected
value, byE{·|R} the mean expected value conditioned to the process or variable or event
R, and byER{·} the mean expected value with respect to the distribution ofR. With these
notations, the partition function is

ZT (β) = E{exp(−βHT )|(NT , U)}. (3)

The parameterT obviously plays therole of volume. The finite-volume, specific, quenched
free energy is defined, as usual, by

fT (β) = − 1

βT
logZT (β) (4)

and the finite-volume, specific, annealed free energy is given by

f T (β) = − 1

βT
logE(NT ,U)ZT (β). (5)

This model, while reminiscent of the system studied in [15], has, however, a much richer
structure since the random environment given by the renewal process is independent of
the bridge. A model related to the one studied here was also treated in [3] where the
unconstrained asymptotic behaviour of the process was given.
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With the formulation that we use, we impose the total charge to be fixed, thus avoiding
the usual subtleties [12, 1] of conditioning with respect to the final point. Moreover, with
the total charge being left as a free parameter from the very beginning, several scaling laws
can be tested.

We study the full thermodynamics of this model and we prove the following.

Theorem 1.1. Denote byVi = Ui − Ui−1 the increment of the renewal process. Let
limT→∞ b2/T = z ∈ [0,∞[. For every inverse temperatureβ ∈ R+ and for every
asymptotic behaviour of the total chargez ∈ [0,∞[, the quenched specific free energy,
fT , converges almost surely, forT → ∞, to a trivial random variablef∞, where

f∞(β) = p

2β
E log(1 + 2βV1)

andp = P(Y1 = 1).

Remark. The previous theorem is established for a finite limitz. It is not difficult to see,
however, that this result remains true even in the casez = ∞ provided that the divergence
of the ratiob2/T is not very violent (sublinear).

The specific free energy can easily be shown to be a smooth convex function ofβ.
In fact, the series

∑∞
k=1 gk(β)P(V1 = k), with gk(β) = [log(1 + 2βk)]/β that defines

E[log(1+ 2βV1)]/β, converges uniformly inβ. Since the functiongk is Cr , with arbitrary
order r, and convex (i.e.∂2gk/∂β

2 > 0), these properties also hold for the expected value
by the uniform convergence of the series.

Thus, the theorem indicates that there is no phase transition at the thermodynamic level.
Comparing the model that we studied with standard statistical mechanics models, we see that,
expanding the interaction term(XUi − XUi−1)

2 of the Hamiltonian, we get a contribution
−2

∑NT
i XUiXUi−1 reminiscent of the term−2

∑N
i σiσi−1 for the standard Ising model.

Notice that here the range of pair interactionsVi = Ui − Ui−1 is an unbounded random
variable introducing arbitrarily long-range correlations. However, as far asEV < ∞, the
model behaves, on average, as a finite-range one-dimensional model. It is expected that
this model undergoes a phase transition only ifV becomes non-integrable; however, in this
regime the model is not soluble anymore.

Besides the thermodynamic behaviour, we also obtain results on the scaling of the
ground-state energy. For the model studied in [11] it is argued that when the total charge
b scales asymptotically likeb ∼ T x (wheref ∼ g means limT→∞ f (T )/g(T ) = 1) then
the minimum of the energy scales like minH ∼ T θ(x), whereθ(x) is a critical exponent
continuously depending onx. These results are based on heuristic arguments and numerical
simulations. Here we prove the following.

Theorem 1.2. Let 0< p = P(Y1 = 1) < 1, q = 1 − p, b ∈ R, andT ∈ R+. Then, we
have

IT ≡ − lim
β→∞

1

β
log[E(exp(−βHT )|(N,U))] = b2

(NT + 1)
.

Moreover,

E(IT ) = b2

pT
(1 − qT ).

The previous result suggests that for fixedp andq = 1 − p, if b ∼ T x , the dominant
behaviour of the minimum of the Hamiltonian will beE[minX H ] ∼ T 2x−1. For p
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and q depending onT , however, the precise asymptotic behaviour can be changed as
is demonstrated in section 5.

This paper is organised as follows. The next section deals with technical explicit
computations and intermediate results on finite-volume systems. These results are used
in section 3 to obtain the thermodynamic limit of the specific free energy. The zero
temperature limit and ground-state energy are studied in section 4. In the final section
some open problems are presented. The appendices contain some well known results so
that the paper is self-contained.

2. The conditional expectation of the Boltzmann factor

Let u = (u1, . . . , un) ∈ Rn be a vector with 0< u1 < · · · < un < T andR(n,u) denote
the event

R(n,u) = {NT = n;U1 = u1, . . . , UNT = un}.
On this event, the Hamiltonian becomes a function solely of the Brownian bridge and reads

n∑
i=1

(Xui −Xui−1)
2 + (b −Xun)

2.

Introduce the random vector4 = (41, . . . , 4n) with 4 = (Xui − Xui−1) together with
its expectation vectorµ = (µ1, . . . , µn) with (see appendix A)µi = E4i = bvi/T ≡
b(ui −ui−1)/T and its convariance matrixQ = (Qij )i,j=1,...,n with Qij = E(4i4j )−µiµj ,
yielding

Q =
 v1

. . .

vn

 − 1

T


v1v1 · · · v1vn
v2v1 · · · v2vn
...

...

vnv1 · · · vnvn

 .

Notice that since(1/T )
∑n

i=1 vi = un/T < 1, the matrixQ is invertible and its inverse
reads

Q−1 =
 v−1

1
. . .

v−1
n

 + 1

T − un

 1 · · · 1
...

...

1 · · · 1

 .

Moreover, its determinant is explicitly computed (see appendix B) and gives

detQ−1 = T

(T − un)
∏n
j=1 vj

.

Therefore, the conditional expectation of the Boltzmann factor is expressed as

E[exp(−βHT (X,U))|R(n, u)] = (2π)−n/2| detQ−1|1/2

×
∫

Rn

exp[−{βHT (ξ, u)+ 1
2(ξ − µ)tQ−1(ξ − µ)}] dξ1 . . .dξn

where(·)t denotes the transpose. The next step is to evaluate this integral by reducing the
exponent of the integrand into a quadratic form of the integration variable. For that purpose,
introduce the auxiliary matrix

Q′ =
 v−1

1 + 2β
. . .

v−1
n + 2β

 +
(

2β + 1

T − un

)  1 · · · 1
...

...

1 · · · 1

 .
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Using the results proved in appendix B, we deduce that this matrix is positive definite and
admits a regular square rootΓ (i.e. Q′ = Γ2) whose non-vanishing determinant yields

detΓ =
( n∏
j=1

λj

)1/2(
1 +

(
1

T − un
+ 2β

) n∑
j=1

λ−1
j

)1/2

with λj = v−1
j + 2β. Introducing the auxiliary vectorr = Γ−1(2βb1 + Q−1µ) with

1 = (1, . . . ,1), we have

E(exp(−βHT )|R(n,u)) = (2π)−n/2| detQ−1|1/2
∫

exp(−M(u, ξ))dξ1 . . .dξn

with

M(u, ξ) = 1
2(Γξ − r)t(Γξ − r)+ c(β)

and

c(β) = βb2 + 1
2µtQ−1µ − 1

2rtr.

Now theξ integration can be explicitly performed by the change of variables

ξ ′ = Γξ − r

that introduces the Jacobian determinant in the volume element dξ1 . . .dξn =
| detΓ−1| dξ ′

1 . . .dξ
′
n to yield

E(exp(−βHT )|R(n,u)) = | detQ−1|1/2| detΓ−1| exp(−c(β)).
The only thing remaining is the explicit computation of the constantc(β). Straightforward
algebraic manipulations, although extremely cumbersome, are needed. Introducing the
auxiliary quantities

A1(β) = 2b2β2

[γ (β)+ (
∑n

i=1(v
−1
i + 2β)−1)−1]

A2(β) = 2b2β

T

( n∑
i=1

(v−1
i + 2β)−1

)

A3(β) = 2b2β

T

(
1

γ (β)(
∑n

i=1(v
−1
i + 2β)−1)

+ 1

)−1

×
{
(T − un)

−1γ (β)−1un −
n∑
i=1

(v−1
i + 2β)−1

}

A4(β) = b2

2(T − un)2

(
γ (β)+

( n∑
i=1

(v−1
i + 2β)−1

)−1)−1

with

γ (β) = (T − un)
−1 + 2β

we can prove that

c(β) = βb2 + b2

2T

un

T − un
− A1(β)− A2(β)− A3(β)− A4(β).



A Brownian bridge polymer model in a random environment 1273

Remark. Since explicit formulae for the conditional expectation with respect to the event

R(n,u) = {(NT , U) = (n,u)}
are obtained, the conditional expectationE(·|NT ,U) is also explicitly known. In fact, if for
an integrable functionF ,

E(F |(R(n,u)) = φ(n,u)

then

E(F |NT ,U) = φ(NT ,U).

So that, if we replace in the above formulaen by NT andui or vi by Ui or Vi , respectively,
we obtain the corresponding expressions for the conditional expectationsE(·|NT ,U).

We have thus established the following.

Lemma 2.1. Assumingβ > 0 and using the notation introduced so far, we have

E (exp(−βHT )|NT ,U) = ψ(NT ,U)

where

ψ(n,u) ≡ E[exp(−βHT )|R(n,u)]

=
{ n∏
j=1

(
1

1 + 2βvj

) } 1
2

{
T (T − un)

−1

(1 + γ (β)(
∑n
j=1(v

−1
j + 2β)−1))

} 1
2

exp(−c(β)).

The annealed partition function is also immediately computed. We have

EZT (β) =
T−1∑
n=0

pnqT−1−n
T−1−n∑
u1=1

· · ·
T−1∑

un=un−1+1

E[exp(−βHT )|R(n,u)].

3. Thermodynamic limit of the specific free energy

In this section theT → ∞ limit of the specific free energy will be evaluated. Some
notation and well known results on the renewal process are necessary. SinceU0 = 0
and Un = inf{k > Un−1 : Yk = 1}, the variablesYi being independent and identically
distributed, the renewal process(Ui) can be written as a sum of independent geometric
variablesUn = ∑n

i=1Vi , whereVi = Ui − Ui−1. For every integerx > 1, we have that
P(V1 = x) = pqx−1, wherep = P(Y1 = 1) = 1 − q. Therefore,m ≡ EVi = 1/p. Also of
special interest is the random variableNT = sup{k : Uk < T }. Obviously, limT→∞NT = ∞
and, using the strong law of large numbers, almost certainly (see [2] for instance)

lim
T→∞

NT

T
= 1

m
= p.

Notice also that althoughNT is not a stopping time with respect to theσ -algebra
σ(Y1, . . . , YT ), the random variableNT + 1 is, in contrast, a stopping time.

Lemma 3.1. The finite-volume specific free energy,fT , is a random variable reading

fT (β) = 1

2βT

NT∑
i=1

log(1 + 2βVi)+ 1

2βT
logT − 1

2βT
log(T − UNT )

− 1

2βT
log

[
1 + ((T − UNT )

−1 + 2β)
NT∑
i=1

(V −1
i + 2β)−1

]
+b

2

T
+ 1

2β

b2

T

UNT

T (T − UNT )
− A(β)

βT
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whereA(β) is a random variable such that

E(A(β)|n,u) = A1(β)+ A2(β)+ A3(β)+ A4(β)

andA1, . . . , A4 are the expressions given in the previous section.

Proof. Recalling the remark on conditional expectations given at the end of the previous
section, lemma 2.1, and the expression forc(β), the present result follows immediately.�

Studying the thermodynamic limit offT is equivalent in studying theT → ∞ limit
in the above formula. Notice, however, that besides random terms whose limit must be
computed, there are also deterministic terms of the formb2/T whereb is the total charge
of the protein, supposed to scale with the sizeT of the molecule likeb ∼ T α. It follows
that

z ≡ lim
T→∞

b2

T
=


1 if α = 1/2

0 if α < 1/2

∞ if α > 1/2.

We do not fix the exact behaviour here. We only assume thatz ∈ [0,∞] in the following.

Proof of theorem 1.1. It is enough to study theT → ∞ limit of all individual terms
appearing in the expression forfT given in lemma 3.1.

First remark that limT→∞NT = ∞ almost surely. LetXj ≡ log(1 + 2βVj ) > 0. On
the event{limT→∞NT = ∞}, for the independent identically distributed random variables
Xj the strong law of large numbers holds. Hence,

1

2βT

NT∑
j=1

log(1 + 2βVj ) = NT

2βT

1

NT

NT∑
j=1

log(1 + 2βVj )
a.s.→ p

2β
E[log(1 + 2βV1)]

becauseNT /T
a.s.→ p.

The second term trivially vanishes in the limit. As for the third term, remark that
1 6 T − UN < T , therefore it also vanishes in the limit. For the fourth term, remark that
(T − UN)

−1 + 2β 6 1 + 2β and
∑NT
j=1(V

−1
j + 2β)−1 6

∑NT
j=1Vj = UNT < T , hence this

term gives also a vanishing limiting contribution. The fifth term yields, by definition,z.
For the study of subsequent terms we introduce the random variable1T = T − UNT

and the numerical sequencezT = b2/T converging toz. With this notation the sixth term
reads

zT
UNT

T

1

2β1T

.

Because(V −1
i + 2β)−1 > (1 + 2β)−1 andNT

a.s.→ ∞ it follows that the inverse sum,
appearing in the expression for the seventh term, vanishes almost certainly in the limit.
Hence, the seventh term is almost certainly asymptotically equivalent to

−zT 2β1T

1 + 2β1T

.

The arguments used for the study of the first term guarantee that the eighth term

−2b2β

T

1

T

( NT∑
i=1

(V −1
i + 2β)−1

)
a.s.→ −2pzE[(V −1

1 + 2β)−1].

For the ninth term we obtain

−2
b2

T

[(UNT /T )(1 + 2β1T )
−1 − (1/T )

∑NT
i=1(V

−1
i + 2β)−1]

1 + [(2β +1−1
T )

∑NT
i=1(V

−1
i + 2β)−1]−1

.
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Again, using the observations that 2β + 1−1
T > 2β + 1 and

∑NT
i=1(V

−1
i + 2β)−1 >

NT (1 + 2β)−1, the large denominator 1+ [· · ·] reduces to 1 in the limitT → ∞. This
fraction, therefore, gives rise to two contributions, asymptotically equivalent to

−2zT
1

1 + 2β1T

+ 2zpE[(V −1
1 + 2β)−1].

The same arguments can be used to study the last term

− b2

2βT (T − UNT )
2

[
2β +1−1

T +
( NT∑
i=1

(V −1
i + 2β)−1

)−1]−1

.

Obviously, again, the term(
∑NT

i=1(V
−1
i + 2β)−1)−1 vanishes in the limit. It remains a

contribution asymptotically equivalent to

− zT

2β1T

+ zT

1 + 2β1T

.

Adding together all but the first terms, we get a net contribution

zT

(
UNT

T
− 1

)
1

2β1T

+ 2zT

(
1 − UNT

T

)
1

1 + 2β1T

.

Now the proof is completed by remarking that1T > 1—so that both(2β1T )
−1 and

(1 + 2β1T )
−1 are bounded from above, uniformly inT—that zT → z ∈ [0,∞[, and that

the ratioUNT /T
a.s.→ 1. �

4. Finite-volume ground-state energy

We can now consider the behaviour of the ground-state energy. First notice that a standard
Laplace argument should imply thatIT coincides with infX∈C0,b

[0,T ]
HT (U,X) and, therefore,

results aboutIT must be interpreted as results concerning the finite-volume ground-state
energy of the model.

Proof of the theorem 1.2. The proof proceeds by examining how the individual terms in the
expression ofFT (β) = −(1/β) logZT (β) = TfT (β), wherefT (β) is given in lemma 3.1,
behave in the limitβ → ∞. Namely, we examine the behaviour whenβ → ∞ of the
individual terms for the following expression:

FT (β) = TfT (β) = 1

2β

NT∑
i=1

log(1 + 2βVi)+ 1

2β
logT − 1

2β
log(T − UN)

− 1

2β
log

[
1 + ((T − UN)

−1 + 2β)
NT∑
i=1

(V −1
i + 2β)−1

]
+b2 + 1

2β

UNT

(T − UNT )
− A1(β)

β
− A2(β)

β
− A3(β)

β
− A4(β)

β
.

It is easy to see that the only terms remaining in the limitβ → ∞ are the fifth one—giving
trivially a contribution equal tob2—and the seventh one—namely,

− lim
β→∞

A1(β)

β
= − lim

β→∞
b2

1 + (2β1T )−1 + [
∑NT

i=1(1 + (2βVi)−1)−1]−1
= − b2

1 +N−1
T

.

Adding the two non-vanishing contributions, we get

lim
β→∞

FT (β) = b2 − b2

1 +N−1
T

= b2

1 +NT
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and the first assertion of the theorem follows.
The second assertion is obtained by an elementary summation:

E
(

1

NT + 1

)
= 1

pT

T−1∑
n=0

(
T

n+ 1

)
pn+1qT−(n+1) = 1

pT
(1 − qT ).

Therefore, collecting all terms,

E(IT ) = E( lim
β→∞

FT (β)) = b2

pT
(1 − qT ).

�

5. Conclusion and open problems

It is established that the model studied here has well-defined thermodynamics in the sense
that the infinite volume limit of the quenched specific free energy exists; moreover, this
limit is a trivial random variable—i.e. almost certainly a constant. This result shows the
sample independence of the thermodynamic properties of the model at every temperature;
a feature common to all short-range disordered systems.

The large scale behaviour of the average ground-state energy is also very instructive.
Suppose first that the parametersp andq are fixed—independent ofT—and non-trivial i.e.
0< p, q < 1. Then

E[inf
X
HT (U,X)] ∼ z/p for largeT

and it has a finite value only whenz < +∞. Now, a finite and strictly positivez means
that the total charge scales asT 1/2 for largeT , while the number of visited sites from the
directed random walks behaves likepT . Allowing for z = ∞ by choosingb ∼ T x with
x > 1/2, for instance, leads to an asymptotic behaviour of the total energy of the form
T 2x−1. On the other hand, nothing prevents us from choosingp andq depending onT . To
illustrate what may happen, suppose that we choosep to scale asymptotically asα/T , with
0< α < +∞. Then

E[inf
X
HT (U,X)] ∼ b2

α
(1 − exp(−α))

and this expectation is finite provided that the total charge remains finite. For a scaling
of the formb ∼ T x , the total energy behaves likeT 2x . A change of the critical exponent
is observed. At the same time, the total number of visited sites does not diverge. Of
course various other asymptotic behaviours can be obtained by choosing different scaling
laws for the parametersp andq (such asp ∼ αT/ logT , for instance). While constantp
gives a more or less regular distribution of the charge over the protein, volume-dependent
environments give rise to highly irregular charge adjustments. The result we have obtained
allows an exhaustive study of all these scaling behaviours.

What remains an open problem, for the moment, is the statistical mechanics study of
the system. Namely, for every realizationU of the random environment, we can define
a random finite-volume Gibbs measure,µT , on the spaceC0,b

[0,T ] as a measure absolutely
continuous with respect to the standard Gaussian measure,γT , of the Brownian bridge.
This Gibbs measure can be defined through its Radon–Nikodým derivative

dµT
dγT

(U,X) = exp(−βHT (U,X))
ZT (β)
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whereZT (β) is the partition function that depends also onU . It is not yet clear whether
a Dobrushin–Lanford–Ruelle construction is possible for this model, and neither is it clear
whether there is a phase transition or not, whether it be in the DLR or the weak sense. These
fundamental questions for the statistical mechanics formulation of the model are presently
under investigation.

A second problem that is still under investigation concerns the thermodynamics of the
model defined for genuine random walks and not directed random walks. This destroys
the explicit renewal process structure of the model and makes the computations much more
complicated, but not untractable.

Summarizing, inspired by the protein folding statistical mechanics problems, we are
confronted with a new class of systems, reminiscent of both spin glasses and random walks
in random environments.
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Appendix A. Identities for the Brownian bridge

Let (Ws : s > 0) be a Brownian motion starting from zero and introduce the process
(Ys : s > 0) by

Yt = (T − t)

∫ t

0

dWs

T − s
.

Then, the Brownian bridge betweenX0 = 0 andXT = b is expressed by

Xt = b
t

T
+ Yt for t ∈ [0, T ].

It is immediate to verify the following identities that are reported here only for completeness:

E(Yt ) = 0 E(Xt ) = bt

T
E(Xt −Xs) = b

T
(t − s)

and

E(Y 2
t ) = T − t

T
t E(X2

t ) = b2t2

T 2
+ (T − t)

T
t.

For s 6 t , we also have

E(YsYt ) = (T − t)

T
s E(XsXt) = b2st

T 2
+ (T − t)

T
s

E((Yt − Ys)
2) = (t − s)

T
(T − (t − s))

E((Xt −Xs)
2) =

(
b2

T 2
− 1

T

)
(t − s)2 + (t − s) 6 t

and

Var((Xt −Xs)) = (t − s)− 1

T
(t − s)2.
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Finally, for s1 < s2 6 t1 < t2, we have

E((Yt2 − Yt1)(Ys2 − Ys1)) = − (s2 − s1)(t2 − t1)

T

E((Xt2 −Xt1)(Xs2 − Ys1)) =
(
b2

T 2
− 1

T

)
(s2 − s1)(t2 − t1)

and

Cov((Xt2 −Xt1), (Xs2 −Xs1)) = − 1

T
(s2 − s1)(t2 − t1).

Appendix B. Determinant and positive definiteness for a class of matrices

For ` = (`1, . . . , `n) ∈ Rn denote byD(`) the diagonal matrix,D(`)ij = `iδij for
i, j = 1, . . . , n. For a ∈ R denote byã the constant matrix whose elements areãij = a for
i, j = 1, . . . , n. From [18, p 92], we get the following property:

det(D(`)+ ã) =
n∏
j=1

j̀ + a

n∑
i=1

n∏
j=1
j 6=i

j̀ .

Consequently, if̀ j 6= 0 for everyj , then

det(D(`)+ ã) =
( n∏
j=1

j̀

)(
1 + a

n∑
i=1

`−1
i

)
. (6)

Remark, moreover, that the matrix(D(`)+ ã) is symmetric and that, in the case`i > 0, for
all i = 1, . . . , n anda > 0 the matrix(D(`)+ ã) is positive definite. Therefore there exists
a positive definite symmetric matrixΓ(`, a) that satisfies

(D(`)+ ã) = (Γ(`, a))2

and

detΓ(`, a) =
( n∏
j=1

j̀

)1
2
(

1 + a

n∑
j=1

`−1
j

)1
2

.

Appendix C. Inversion for a class of matrices

We use the notation already introduced in appendix B. For` = (`1, . . . , `n) ∈ Rn we define
the matrixS(`) by S(`)ij = `i j̀ for i, j = 1, . . . , n. Also we denotè −1 = (`−1

1 , . . . , `−1
n ),

so thatD(`−1) = (D(`))−1.

Lemma C.1. Assumè i 6= 0 for everyi = 1, . . . , n.
• If γ ∈ R verifiesγ

∑n
i=1 `i 6= 1, then the matrix(D(`)− γS(`))−1 exists and verifies

(D(`)− γS(`))−1 = D(`)−1 + γ

(
1 − γ

n∑
i=1

`i

)−1

1̃.

• Reciprocally, ifγ
∑n

i=1 `
−1
i 6= −1, then the matrix(D(`)+ γ 1̃)−1 exists and verifies

(D(`)+ γ 1̃)−1 = D(`−1)− γ

(
1 + γ

n∑
i=1

`−1
i

)−1

S(`−1).
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Proof. Denote byR(`) the matrix R(`)ij = j̀ , for i, j = 1, . . . , n. It is immediate
to verify the identitiesD(`)R(`) = S(`), R(`)2 = (

∑n
i=1 `i)R(`), and R(`)D(`)−1 = 1̃.

Hence,D(`) − γS(`) = D(`)(I − γR(`)) and, therefore, it follows by direct computation
that (I − γR(`))−1 = I + γ (1 − γ

∑n
i=1 `i)

−1R(`). Now

D(`)− γS(`))−1 = D(`)−1 + γ

(
1 − γ

n∑
i=1

`i

)
R(`)D(`)−1

which is enough to conclude. �
Hence, under the condition of this lemma and ifγ 6= 0,

(D(`)− γS(`))−1 = D(`−1)+
(
γ−1 −

n∑
i=1

`i

)−1

1̃

and

(D(`)+ γ 1̃)−1 = D(`−1)−
(
γ−1 +

n∑
i=1

`−1
i

)−1

S(`−1).
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